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Wireless Network Design Optimization for Computer 
Teaching with Deep Reinforcement Learning Application
Yumei Luo and Deyu Zhang

School of International Education, Guizhou Normal University, Guiyang, Guizhou, China

ABSTRACT
Computer technology has had a significant impact on the field 
of education, and its use in classrooms has facilitated the spread 
of knowledge and has helped students become well-rounded 
citizens. However, as the number of users accessing wireless 
networks for computer-based learning continues to grow, the 
scarcity of spectrum resources has become more apparent, 
which makes it crucial to find intelligent methods to improve 
spectrum utilization in wireless networks. Dynamic spectrum 
access is a critical technology in wireless networks, and it pri-
marily focuses on how users can efficiently access licensed 
spectrum in a dynamic environment. This technology is 
a crucial means to tackle the problem of spectrum scarcity and 
low spectrum utilization. This work proposes a novel approach 
to address the issue of dynamic channel access optimization in 
wireless networks and investigates the dynamic resource opti-
mization problem with deep reinforcement learning algorithms. 
The proposed approach focuses on the optimization of dynamic 
multi-channel access under multi-user scenarios and considers 
the collision and interference caused by multiple users acces-
sing a channel simultaneously. Each user selects a channel to 
access and transmit data, and the network aims to develop 
a multi-user strategy that maximizes network benefits without 
requiring online coordination or information exchange between 
users. What makes this work unique is its utilization of deep 
reinforcement learning algorithms and a Long Short-Term 
Memory (LSTM) network that keeps an internal state and com-
bines observations over events. This approach allows the net-
work to utilize the history of processes to estimate the true 
state, providing valuable insights into how deep reinforcement 
learning algorithms can be used to optimize dynamic channel 
access in wireless networks. The work’s contribution lies in 
demonstrating that this approach is an effective means to 
solve the dynamic resource optimization problem, enabling 
the development of a multi-user strategy that maximizes net-
work benefits. This approach is particularly valuable as it does 
not require online coordination or information exchange 
between users, which can be challenging in real-world scenar-
ios. The proposed approach presents an important contribution 
to the field of dynamic spectrum access and wireless network 
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optimization. As the demand for computer-based learning con-
tinues to increase, the use of intelligent methods to improve 
spectrum utilization in wireless networks will become even 
more critical. The findings of this work could have significant 
implications for the future of computer-based learning and 
education, enabling more efficient use of wireless networks 
and the creation of well-rounded citizens.

Introduction

Computer technology has been applied in various fields of life, especially in the 
teaching environment. Its influence is not limited to the establishment of 
computer courses in the school curriculum, but also the influence on learning 
methods, approaches, habits and even thinking patterns. Computer network 
teaching is more versatile in terms of teaching methods, and teachers and 
students can communicate under the network connection. It has the ability to 
break beyond the boundaries of time and space, which is a distinct advantage 
over traditional teaching methods. The teacher-student relationship has been 
bolstered thanks to advances in computer network education. It pays more 
attention to human-computer interaction for communication and connection, 
which provides the possibility of updating computer teaching knowledge and 
diversifying teaching modes. The computer teaching network is more promi-
nent in the characteristics of comprehensiveness and sharing. In actual teach-
ing, when computer teaching is connected to the Internet, the content of 
teaching can be directly shared, and dynamic teaching with pictures and 
texts can be realized, which is of great help for students to understand the 
content of computer knowledge. With the support of network technology, the 
content of computer teaching can also be presented richly. And rich teaching 
content can also be shared instantly, allowing students to receive the latest 
knowledge at the first time. This has a positive effect on cultivating students’ 
innovative ability, and also has a promoting effect on the deepening of 
practical teaching reform (Du et al. 2017; Erbas, Çipuri, and Joni 2021; 
Hbaci, Ku, and Abdunabi 2021; Nguyen and Santagata 2021; Ran, Kasli, and 
Secada 2021).

However, the rapid development of computer-oriented teaching technology 
has prompted the explosive growth of the number of mobile computer com-
munication devices, which leads to the need for wireless networks to provide 
massive spectrum resources. The application of wireless spectrum resources is 
not only limited to personal communication services, but also has optimistic 
prospects in the fields of sensor networks, embedded control systems, and 
traffic monitoring systems. Due to the wide application of wireless spectrum 
resources, many unknown new challenges follow. In traditional wireless net-
works, users can only use dedicated spectrum, and most of the available 
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spectrum resources are allocated by the government or auctioned to different 
operators. This large-capacity static allocation scheme greatly limits the devel-
opment of temporary communication in small frequency bands. A study by 
Spectrum Working Group showed that the utilization of licensed spectrum 
varies from 15% to 85% in different time periods or regions. In particular, in 
time periods or areas with a small number of users, the allocated spectrum 
cannot be fully utilized, and a large part of the licensed spectrum is highly 
vacant. When a licensed user’s dedicated spectrum is idle, so-called spectrum 
cavitation occurs (Hlophe and Maharaj 2021; Liang et al. 2021; Mihovska and 
Prasad 2021; Randhava, Roslee, and Yusoff 2021).

The following factors should be taken into account while configuring 
a smart adaptive wireless network in a changing environment. When network 
model and environmental observability are constrained, how should transmis-
sion parameters be configured? How to manage and distribute limited wireless 
resources to transmitting equipment is the second issue. There are several 
ways in which conflicting transmission devices might affect network conver-
gence. Spectrum resource management is a fundamental function of a wireless 
network. Users can access high-quality services through a set of channels or 
resource blocks that are available in the spectrum. Power control and channel 
allocation technologies are critical in spectrum resource management because 
of the ever-increasing demand for mobile data capacity. New methods and 
ideas for intelligent spectrum resource management have emerged in recent 
years as a result of the advent of deep reinforcement learning, which combines 
the model-free qualities of reinforcement learning and the power of deep 
learning to handle large amounts of data. The following are some potential 
benefits of using deep reinforcement learning algorithms to optimize spec-
trum resource management. First and foremost, it allows the wireless network 
to self-organize and learn effective spectrum resource management solutions 
through trial and error to find the ideal answer to the decision problem. 
Second, it is capable of simulating difficult-to-mathematically-model genuine 
ring mirrors and continuously accumulating fresh experience to adapt to 
varied severe scenarios. As a third benefit, it can effectively monitor the 
dynamic environment in real time, mine some potentially useful information 
and optimize the wireless network performance (Kaur and Kumar 2022; 
Sekaran et al. 2021; Shah-Mohammadi, Enaami, and Kwasinski 2021; Wu, 
Jin, and Yue 2022; Zhang, Hu, and Cai 2021).

The proposed approach is centered on optimizing dynamic multi-channel 
access in scenarios involving multiple users. We take into account the poten-
tial for collision and interference that may arise when multiple users access 
a channel at the same time. In this approach, each user selects a channel to 
access and transmit data. The network aims to develop a strategy that max-
imizes network benefits without requiring online coordination or information 
exchange between users.
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The motivation behind this work is driven by the increasing demand for 
computer-based learning, which has become even more pronounced in recent 
years due to the COVID-19 pandemic. As students increasingly rely on digital 
technologies to access educational content, the demand for wireless networks 
that support these technologies has also grown. This increased demand has 
highlighted the need for efficient use of spectrum resources in wireless 
networks.

However, the spectrum resources available for wireless networks are limited 
and are becoming scarcer as the number of users accessing wireless networks 
continues to increase. This scarcity of spectrum resources can lead to low 
spectrum utilization, which can result in slower data transmission rates, longer 
response times, and reduced overall network performance.

To address this problem, the proposed work aims to optimize dynamic 
multi-channel access under multi-user scenarios using deep reinforcement 
learning algorithms. The approach focuses on developing a multi-user strategy 
that maximizes network benefits without requiring online coordination or 
information exchange between users, providing an efficient means of spec-
trum utilization.

The work’s motivation is also driven by the need for more effective 
approaches to dynamic spectrum access, which is a critical technology in 
wireless networks. The proposed approach aims to tackle the dynamic 
resource optimization problem, a key challenge in dynamic spectrum access. 
The approach utilizes deep reinforcement learning algorithms and a long 
short-term memory network, providing a novel approach to optimizing 
dynamic channel access in wireless networks.

Overall, the motivation behind this work is to address the growing need for 
efficient use of spectrum resources in wireless networks to support the 
increasing demand for computer-based learning. The proposed approach 
provides a novel solution to the dynamic resource optimization problem, 
which can enable the development of more efficient and effective wireless 
networks, benefiting students and educators alike.

Related Work

Reference (Marinho and Monteiro 2012) introduces spectrum decision- 
making issues research directions in detail, so that readers can have 
a general understanding of cognitive radio principles, status quo and future 
development. Reference (Tragos et al. 2013) conducts a thorough analysis on 
the choice of spectrum wideband criteria in spectrum allocation problems, 
different methods of centralized or distributed, and techniques such as heur-
istics, game theory or fuzzy logic. Reference (Bkassiny, Li, and Jayaweera 2013) 
classifies cognitive radio problems according to decision and function and 
expounds them one by one. Furthermore, several serious challenges in non- 
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Markovian environments and decentralized networks are also considered. The 
similarities and differences between various algorithms are compared, as well 
as the application conditions of each technique. Reference (Zhang et al. 2013) 
elaborates on the application of various auction models in auction theory to 
spectrum allocation in detail. Reference (Ahmed et al. 2016) compares the 
advantages of different channel allocation algorithms. In particular, similari-
ties and differences in parameter metrics such as routing dependencies, 
channel models, allocation methods, execution modeling, and optimization 
objectives are investigated. Reference (Ahmad et al. 2015) summarizes that the 
radio resource allocation scheme is divided into three categories: centralized, 
distributed and cluster-based, and from the perspective of maximizing 
throughput, ensuring quality of service, avoiding interference to primary 
users, fairness among secondary users, and prioritization. The six performance 
optimization criteria of level and spectrum switching are explained. Reference 
(Wang et al. 2019) discusses the application of reinforcement learning 
mechanisms for spectrum allocation, classifies and elaborates different rein-
forcement learning methods. Reference (Liang et al. 2008) proposes a trade-off 
design between spectrum sensing and spectrum access, which optimizes the 
length of time for the secondary user to perform spectrum sensing to improve 
throughput of secondary user system (Kotobi and Bilen 2018). Reference (Peh 
et al. 2009) optimizes the frequency of the secondary user for spectrum 
sensing, to improve transmission time and performance while ensuring the 
priority of the primary user. For cooperative spectrum sensing, literature (Gao 
et al. 2012) analyzes the malicious behavior of secondary users in cooperative 
spectrum sensing. For example, sending random sensing results to pretend to 
participate in cooperative spectrum sensing, sending wrong spectrum sensing 
results to interfere with other users’ decision-making, and pretending to 
transmit signals for the main user to encroach on the spectrum, etc.

References (Wang et al. 2009, 2015) proposed detection algorithms for 
malicious spectrum sensing users. However, the above detection algorithms 
lack an efficient implementation platform and a platform that shares the 
spectrum sensing reputation value of all secondary users. Reference (Li and 
Zhu 2018) proposed to let a large number of sensing nodes in network 
participate, and proposed an incentive mechanism for cooperative spectrum 
awareness based on social identity as a reward. However, social proof-based 
rewards are too abstract and may make this incentive less effective due to the 
difficulty in finding a unit of measure. On the other hand, the existing 
incentive mechanisms for cooperative spectrum sensing often lack an open 
and secure implementation platform. Reference (Yi, Cai, and Zhang 2016) 
proposes and proves that if the primary user divides and provides differen-
tiated spectrum resources according to the different frequency band lengths, 
time periods and tolerable delays of the secondary user’s spectrum. This can 
more accurately meet the needs of secondary user. Reference (Huang et al.  
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2015) proposes an auction mechanism to protect the private information such 
as bidding of secondary users. However, aspects such as transparency and 
security of secondary spectrum auctions remain to be studied. Reference 
(Kotobi and G 2018) proposes a blockchain-based spectrum auction to 
improve the security and efficiency of spectrum auctions. And the simulation 
results prove that it consumes less energy than the traditional dynamic spec-
trum access system under the premise of achieving the same spectrum utiliza-
tion. Reference [32] proposed a blockchain-based spectrum transaction 
between UAVs and mobile network managers, and designed the behavioral 
strategies of the two in the transaction through game theory to achieve Nash 
equilibrium. Reference (Fan and Huo 2020) proposed that in the scenario of 
network non-real-time data transmission, the combination of consensus algo-
rithm and auction mechanism in blockchain can be used to realize the alloca-
tion of spectrum that is not authorized to any user.

Method

This work focuses on dynamic channel access optimization in wireless net-
works, and studies the dynamic resource optimization problem with deep 
reinforcement learning algorithms. This work considers optimization for 
dynamic multi-channel access under multi-user, and considers the collision 
and interference caused by multiple users accessing a channel at the same time. 
The network aims to dig a multi-user strategy maximizing network benefits 
without the need for online coordination or information exchange between 
users. This paper applies a deep reinforcement learning-based algorithm for 
simulation combined with a LSTM.

Deep Reinforcement Learning

Reinforcement learning is a branch of machine learning that focuses on how to 
act based on feedback from the environment in order to achieve the desired 
benefit. In psychology, it is based on the theory of behaviorism, which explains 
how organisms gradually create expectation of stimuli under the influence of 
rewards or punishments and develop regular behaviors that maximize their 
benefits. There are several components to the reinforcement learning model, 
the most basic of which being a set of states in the environment, a set of 
actions, rules for transitions between states, and immediate rewards following 
state transitions. The subject and environment of reinforcement learning 
interact at discrete time steps, and at each time, the subject observes 
a corresponding piece of information. It usually contains reward information 
in it, and then it selects an action from a set of actions. Executed in the 
environment, the environment transitions to a new state, and then gets 
a reward associated with this transition. The goal of reinforcement learning 
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agents is to get as many rewards as possible. The power of reinforcement 
learning comes from two aspects, one is to use the past experience of the 
subject as a sample to optimize the behavior, and the other is to use the 
function approximation to simulate the complex system environment. 
Therefore, reinforcement learning methods are universal and have been stu-
died in many other fields.

Q-learning is known as off-policy temporal difference learning. Different 
from the temporal difference learning algorithm, Q-learning is a model-based 
dynamic programming algorithm, so it is necessary to examine the potential 
reward of each behavior in each learning process of the subject to ensure that 
the learning process converges. The optimal reward discount sum and Q value 
update iteration in the Q-learning algorithm are: 

Q� s; að Þ ¼ r þ α �maxQ� s; að Þ (1) 

Q st; atð Þ ¼ Q st; atð Þ þ β rtþ1 þ ν �maxQ stþ1; að Þ � Q st; atð Þð Þ (2) 

When the subject accesses the target state, the algorithm terminates an 
iterative loop within an event. When the inner loop of an event ends, the 
algorithm restores the system to the initial state and continues to start a new 
iterative loop. Until the number of cycles between events reaches the set value, 
the learning ends.

Q-learning generally uses table storage to store the Q value after performing 
an action in the corresponding state. If the state comes from a very large 
discrete set of elements, or is simply a continuous vector, there are two 
problems with storing it in the tabular method. First, too many states cause 
the table to be too large to store. Second, the sample is too sparse, and the 
sampling-based algorithm does not converge. In this case, function fitting is 
a good solution. If the parameterized function is properly expressed, it can also 
have the function of generalization and reduce the required sample size. Since 
the parameters of the neural network only include the weights and biases of 
each layer, it can be used as a good parameterized function in practical 
systems. DQN is a good example of implementing this method as illustrated 
in Figure 1.

In the linear approximation process, the value function can be regarded as 
basis functions and the corresponding parameters are linearly multiplied and 
calculated, and the value function is a linear function about the basis function. 
In DQN, the value function is approximated by a neural network, which is 
a nonlinear approximation. When DQN updates the value function, it actually 
updates the weights of each layer of the network. Due to the nonlinear fitting 
of deep neural networks, when the parameters of each layer are determined, 
the output value can perfectly fit or even represent the value function.

DQN uses experience replay during training for reinforcement learn-
ing. Compared with the previous use of neural network for 
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reinforcement learning, the phenomenon of gradient explosion or gra-
dient dispersion may occur, the training method using experience replay 
can make the training of neural network tend to converge and stabilize. 
Generally, when training a network, it is assumed distribution of data is 
independent and identically distributed. The sample data collected 
through reinforcement learning are all observed by the subject according 
to the feedback of the environment, and there is a correlation between 
the sample data. Therefore, using these data for sequential training will 
inevitably bring about the instability of the neural network, and experi-
ence playback can break the correlation between the data. The intelli-
gent subject will store the data in the playback memory, and then utilize 
random sampling to retrieve sample data from the playback memory 
and use the collected sample data to train the neural network (Bany 
Salameh, Khader, and Al Ajlouni 2021).

DQN sets the target network on its own to deal with the bias in the 
TD algorithm on its own. The gradient descent approach is used to 
update the parameters of DNN when it is utilized to estimate goal Q in 
DQN, unlike the table-stored Q-learning methodology. Table-type 
Q-learning directly saves the Q values corresponding to distinct state- 
action values every time, thus the value function update in DQN 
genuinely becomes an update process of supervised learning. All actions 
related to a Q value are calculated using network parameters calculated 
by the preceding deep neural network, which approximates the value 
function. It is quite easy for the neural network training process to 
become unstable because the parameters of the neural network used to 
determine the goal Q value used to estimate the gradient computation 
are same. To solve this problem, the DNN that computes the TD target 
is denoted θ� , the DNN that computes the approximated target Q-value 
function is denoted θ. When computing the estimated target Q-value, 
the deep neural network updates every step, however when computing 
the TD target, the deep neural network only updates once per set 
number of steps.

s

a

Q

Figure 1. The structure of DQN.
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Dynamic Multi-User Multi-Channel Access with DQN

The multi-user dynamic channel access problem studied in this paper is the 
dynamic spectrum access problem in cognitive radio. The multi-user model 
for computer teaching is shown in Figure 2.

This paper considers the problem of dynamic multi-user multi-channel 
access in a wireless network. The coverage of the base station includes M 
users and N shared orthogonal channels. The users here are computer equip-
ment for computer teaching. Each user in the coverage area can use a random 
access protocol to select one of the N shared orthogonal channels for data 
packet transmission. This paper assumes that each user is backlogged, that is, 
each user always has packets to transmit. Because there are multiple users, 
collisions are inevitable. If in a certain time slot, only a user transmits data, 
then transmission on channel is considered to be successful. Otherwise, if 
there are multiple users transmitting on the channel, the transmission on the 
channel will fail, that is, a collision will occur, which will confuse the data 
packets transmitted by each other, and thus cannot be successfully trans-
mitted. The state definition of the channel is consistent with the definition 
of dynamic access, and there are good quality, uncertain quality and poor 
quality. After each user attempts to send a packet in each slot, a binary 
observation is received indicating whether the packet was successfully sent. 

Am
t ¼ 0or1 (3) 

User action is defined as follows, 

am
t ¼ 0; 1; . . . ;Nf g (4) 

O
rthogonal channels

Figure 2. System model for computer teaching.

APPLIED ARTIFICIAL INTELLIGENCE e2218169-1815



The set of action files selected by all other users except user m is: 

aΔm
t ¼ an

t
� �

; n�m (5) 

Bm
t ¼ am

t ;A
m
t

� �
(6) 

This paper defines a policy expressed as the mapping of the probability mass 
function of user m from history to action set at time slot t: 

Cm
t ¼ Pr am

t ¼ 0
� �

;Pr am
t ¼ 1

� �
; . . . ;Pr am

t ¼ N
� �� �

(7) 

This paper defines the reward as the achievable data rate on the channel: 

rm
t ¼ Dlog2 1þ SNRmnð Þ;Am

t ¼ 1; am
t ¼ n (8) 

rm
t ¼ 0;Am

t ¼ 0; am
t ¼ n (9) 

where D is channel bandwidth. The goal of each user is to find a strategy that 
maximizes the cumulative discount reward: 

F ¼ maxE
XT

t¼1
bt� 1rm

t Cm
t ;C

Δm
t

� �h i
(10) 

There are no primary and secondary users in this paper’s dynamic spectrum 
access study, therefore it does not presume the presence of primary and sec-
ondary users inside the network. As the network size grows, the combinatorial 
optimization issue becomes mathematically hard to solve, making it impossible 
to compute the ideal solution. When dealing with very vast state and action 
spaces, we shall employ the deep reinforcement learning approach in this study.

Deep multi-user reinforcement learning (DMRL) is used to construct the 
proposed dueling deep recurrent Q-network method (DDRQN). No online 
coordination or message exchange between users is required for this techni-
que, which works well in big and complicated environments. Different from 
traditional DQN, this paper introduces a dueling DQN (DDQN) and a LSTM, 
and combination of LSTM and DQN makes up for the shortcoming of DQN’s 
limited memory capacity. The structure of DDQN is illustrated in Figure 3.

The reward function is: 

Gπ s; að Þ ¼ Qπ s; að Þ � Vπ sð Þ (11) 

Q ¼ V þ G (12) 

In practical problems, the learning effect of this construction method is poor. 
To solve this problem, the maximum advantage function is further subtracted 
from the above definition: 

Q ¼ V þ G � max Gð Þð Þ (13) 
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The optimal action is: 

a� ¼ argmax Gð Þ (14) 

To further improve the learning effect, the maximum operator is replaced by 
the mean value of the advantage function: 

Q ¼ V þ G �
1
Gj j

XG
� �

(15) 

Although some lose their native meaning, it improves the stability of the optimi-
zation process. Because the advantage function only needs to change as fast as its 
mean, it doesn’t need to match the speed of its maximum. The contention dueling 
deep recurrent Q-network (DDRQN) developed in this paper is used to solve the 
dynamic access. Figure 4 shows the interaction process between the multi-user 
multi-channel access environment and the algorithm model.

Experiment

Evaluation on Learning Rate

In the reinforcement learning algorithm, different learning rate settings will 
affect the convergence of the loss function during the algorithm training 
process. When the learning rate value is larger, the convergence rate is faster. 
But it may also result in a sub-optimal solution and miss the optimal solution. 
When the learning rate value is small, the convergence rate is slower and 
longer training time is required. In the multi-user case, this paper chooses to 
set an adaptive learning rate, and compares the loss under the two fixed 
learning rates with the loss under the adaptive learning rate. This paper 
chooses two fixed learning rates 0.1 and 0.01 and an adaptive learning rate, 
which is initially 0.1 and gradually decreases to 0.01 with the increase of time 
slots. The experimental results are illustrated in Figure 5.

After the network finally converges, a lower learning rate can achieve better 
performance than a learning rate of 0.1. However, by comparing the three curves, 
the network training corresponding to the adaptive learning rate is the best. The 
adaptive learning rate is significantly better than the fixed learning rate in loss 
convergence.

Input Conv

V(s)

G(s, a)

+ Q

Figure 3. The structure of DDQN.
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Evaluation on Greedy Factor

The greedy factor refers to how likely the current sampling is to make 
a decision based on the Q value generated by the current training network. 
Different greedy factors will affect the action selection scheme. Therefore, the 

O
rthogonal channels

Environment

A
ction rew

ards

Input LSTM

V(s)

G(s, a)

+ Q Input LSTM

V(s)

G(s, a)

+ Q

Current value neural network Target value neural network

DDRQN

Figure 4. The interaction diagram of DDRQN.

Figure 5. Comparison of losses under different learning rates.
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selection of appropriate greedy factor values is also very important. In this 
paper, the greedy factor is optimized for the dynamic multi-user multi- 
channel access algorithm based on DDRQN network. This paper adopts 
a more dynamic approach to this greedy factor fixed-value method and 
implements an adaptive greedy factor. The performance of the network 
under the fixed value method and the adaptive method is compared, the 
results are shown in Figure 6.

The training loss function will be relatively large at the beginning of the time 
slot, and then the greedy factor will increase adaptively as the time slot 
increases. It is obvious from the figure that the performance of the adaptive 
greedy factor is better than that of the fixed value greedy factor. Numerically, 
when converged, the performance of the adaptive greedy factor in the graph is 
higher than that of the fixed greedy factor of 0.4.

Evaluation on Collision Probability and Cumulative Reward

In order to analyze the user collision probability and the cumulative reward 
index in the network, this paper simulates the network under 16 users and 10 
optional channel configurations. The experimental results are shown in Tables 
1 and 2.

The user’s collision probability trend decreases with the increase of time 
slots, while the cumulative reward is just the opposite. This is the process of 
user learning in the network. As the network learns more and more, the 
cumulative reward obtained in each time step is getting larger and larger, 
and the collision probability in each time step is getting smaller and smaller. In 
the case that users do not need cooperation and information exchange, this 

Figure 6. Comparison of losses under different greedy factor.
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network can greatly reduce the collision probability of users accessing the 
channel.

Comparison with Other Method

In the paper, the proposed DDRQN model is compared with two other 
models for optimizing dynamic channel access in wireless networks: 
a DQN-based model and a model based on traditional dynamic program-
ming methods.

The DQN-based model is a traditional deep reinforcement learning model 
that uses a Q-learning algorithm to learn an optimal policy for multi-user 
dynamic channel access. The model is trained on a dataset of past experiences, 
and the policy is learned through trial-and-error by maximizing the expected 
cumulative reward.

The traditional dynamic programming model is a mathematical optimiza-
tion model that is designed to optimize channel access under specific assump-
tions and scenarios. The model uses a set of predetermined rules to determine 
the optimal channel access strategy for each user based on the current state of 
the network.

The proposed DDRQN model combines the strengths of both the DQN- 
based model and the traditional dynamic programming model. It uses 
a double deep recurrent neural network to learn an optimal policy for multi- 
user dynamic channel access, while also incorporating information about the 
current state of the network and past experiences through a long short-term 
memory network.

To compare the performance of these models, the paper evaluates their 
effectiveness in optimizing user speed and transmission speed under different 
numbers of users. Specifically, the paper compares the average user speed and 
average transmission speed achieved by each model for different numbers of 
users accessing the network.

The results show that the proposed DDRQN model outperforms both the 
DQN-based model and the traditional dynamic programming model in terms 
of average user speed and transmission speed under various scenarios. The 
proposed DDRQN model is able to adapt to changing network conditions and 

Table 1. Collision probability analysis.
Time 2 4 6 8 10 12 14 16 18 20

CP 57.3 29.5 25.7 22.5 19.4 17.6 13.6 12.4 8.2 5.5

Table 2. Cumulative reward analysis.
Time 2 4 6 8 10 12 14 16 18 20

CR 2351 3106 3514 3827 4155 4379 4503 4587 4672 4802
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learn an optimal policy that maximizes network performance, while the other 
models are more limited in their ability to adapt and optimize under changing 
conditions.

Overall, the comparison of these models highlights the benefits of using 
deep reinforcement learning algorithms and recurrent neural networks for 
optimizing dynamic channel access in wireless networks, and demonstrates 
the effectiveness of the proposed DDRQN model for achieving improved 
network performance.

The experimental results are shown in Figures 7 and 8.
The performance of the three algorithms is evaluated in terms of the average 

data transmission rate of users in a multi-user scenario. The results show that 
the DDRQN algorithm outperforms the other two algorithms in terms of 
average transmission rate, indicating that it is a better solution for optimizing 
dynamic channel access in wireless networks.

Furthermore, the paper compares the performance of the DDRQN algo-
rithm with a general DQN model. The results show that the DDRQN algo-
rithm performs better than the general DQN model, indicating that the long 
short-term memory network used in the DDRQN algorithm provides better 
performance than a standard deep Q-network.

As the number of users increases, the average transmission rates of all three 
algorithms show a downward trend. This is because when multiple users 
access the same channel, collisions and interference between users can 
occur, leading to a reduction in the average transmission rate of users.

In conclusion, the proposed DDRQN algorithm offers significant improve-
ments in performance compared to traditional dynamic programming algo-
rithms and standard deep Q-networks. The use of a long short-term memory 
network enables the algorithm to better handle the complex and dynamic 

Figure 7. Result on average user speed.
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nature of multi-user wireless networks, leading to higher average transmission 
rates for users.

The proposed work makes several contributions to the field of 
dynamic channel access optimization in wireless networks. The key 
differences and contributions of the paper can be summarized as 
follows:

(1) Novel approach: The proposed work presents a novel approach to 
optimizing dynamic channel access in wireless networks using deep 
reinforcement learning algorithms and a long short-term memory net-
work. This approach enables the development of a multi-user strategy 
that maximizes network benefits without requiring online coordination 
or information exchange between users.

(2) Multi-user optimization: The proposed approach considers the optimi-
zation of dynamic multi-channel access under multi-user scenarios, 
which is a challenging problem in wireless networks. The approach 
enables each user to select a channel to access and transmit data, 
while also addressing the collision and interference caused by multiple 
users accessing a channel at the same time.

(3) Robustness: The proposed approach provides a more robust solution to 
the problem of dynamic channel access optimization in wireless net-
works. The approach enables the network to adapt to changing envir-
onmental conditions, providing greater network stability and enabling 
the network to maintain high performance in different scenarios.

(4) Performance improvement: The proposed approach outperforms exist-
ing methods in terms of network throughput and collision rate. The 
results of the study demonstrate the potential of deep reinforcement 

Figure 8. Result on average transmission speed.
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learning algorithms and long short-term memory networks in optimiz-
ing dynamic channel access in wireless networks.

In summary, the proposed work contributes to the field of dynamic channel 
access optimization in wireless networks by presenting a novel approach that 
addresses the challenges of multi-user optimization, robustness, and perfor-
mance improvement. The work’s contributions demonstrate the potential of 
deep reinforcement learning algorithms and long short-term memory net-
works in optimizing dynamic channel access in wireless networks, providing 
valuable insights for future research in this field.

The proposed approach to optimizing dynamic channel access in wireless 
networks using deep reinforcement learning algorithms and a long short-term 
memory network is more complex than classic approaches. This is because the 
approach involves training a deep reinforcement learning model that utilizes 
a long short-term memory network to learn an optimal policy for multi-user 
dynamic channel access.

In contrast, classic approaches to dynamic channel access optimization 
typically use rule-based algorithms or mathematical models that are designed 
to optimize channel access under specific assumptions and scenarios. These 
classic approaches are often simpler to implement and require less computa-
tional resources than the proposed approach.

However, the proposed approach offers several advantages over classic 
approaches, including the ability to adapt to changing environmental condi-
tions, the ability to learn from past experiences, and the ability to provide 
a more robust solution to the problem of dynamic channel access 
optimization.

Moreover, the complexity of the proposed approach is mitigated by recent 
advancements in deep reinforcement learning and machine learning hard-
ware, such as graphics processing units (GPUs) and tensor processing units 
(TPUs), which enable faster and more efficient training of deep reinforcement 
learning models.

Overall, while the proposed approach is more complex than classic 
approaches, its advantages in terms of adaptability, robustness, and perfor-
mance improvement make it a promising solution for optimizing dynamic 
channel access in wireless networks.

Conclusion

The widespread use of computers has promoted the development of society. In 
terms of teaching, computers have changed the traditional teaching mode and 
brought the development of teaching into a new era. In the teaching process, 
both students and teachers can use computer technology to obtain richer 
knowledge resources and comprehensively improve their knowledge reserves. 
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The application of computer technology effectively improves the efficiency of 
teaching and enables students to develop more comprehensively. However, 
with the rapid growth of users for computer teaching, the scarcity of spectrum 
resources in wireless networks has become more and more prominent. 
Therefore, it is urgent to propose new intelligent methods to improve spec-
trum utilization in wireless networks. This paper focuses on the dynamic 
channel access optimization in wireless networks, and studies the dynamic 
resource optimization problem based on deep reinforcement learning algo-
rithm. In the case of multiple users and multiple channels, an efficient algo-
rithm access model is adopted to maximize the channel utilization of the 
system and maximize network benefits. This work considers the dynamic 
multi-channel access problem under multi-user and the collision and inter-
ference caused by multiple users accessing a channel at the same time. Each 
user selects a channel to access and transmit data, and judges whether the 
transmission is successful or not through a binary observation signal. The 
network aims to dig a multi-user strategy to maximize network benefits with-
out online coordination or information exchange among users. This paper 
applies a deep reinforcement learning-based algorithm for simulation, com-
bined with a LSTM, which enables network to use history of processes to 
estimate true state.

The objectives of the proposed work are to optimize dynamic multi-channel 
access in wireless networks and to develop a multi-user strategy that max-
imizes network benefits without requiring online coordination or information 
exchange between users. To achieve these objectives, the work proposes 
a novel approach that utilizes deep reinforcement learning algorithms and 
a long short-term memory network.

The proposed approach is designed to address the dynamic resource opti-
mization problem, which is a key challenge in dynamic spectrum access. The 
approach considers the collision and interference caused by multiple users 
accessing a channel simultaneously and enables each user to select a channel to 
access and transmit data.

To evaluate the effectiveness of the proposed approach, the work conducted 
systematic studies, including simulations and experiments. The results of these 
studies demonstrate that the proposed approach is an effective means of 
optimizing dynamic channel access in wireless networks.

Specifically, the results show that the proposed approach outperforms 
existing methods in terms of network throughput and collision rate. The 
approach also provides a more robust solution, enabling the network to 
adapt to changing environmental conditions and providing greater network 
stability.

Moreover, the work’s results demonstrate the potential of deep rein-
forcement learning algorithms and long short-term memory networks in 
optimizing dynamic channel access in wireless networks. The approach’s 
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ability to utilize the history of processes to estimate the true state pro-
vides valuable insights into how machine learning algorithms can be used 
to address the dynamic resource optimization problem in wireless 
networks.

The proposed work’s objectives are to address the dynamic resource opti-
mization problem in wireless networks and to develop a multi-user strategy 
that maximizes network benefits without requiring online coordination or 
information exchange between users. The results demonstrate that the pro-
posed approach is effective in achieving these objectives and provides a novel 
solution to the problem of dynamic channel access optimization in wireless 
networks.

The presented approach also has several potential applications in the field of 
wireless communications. Some of these applications include:

(1) Wireless network optimization: The proposed approach can be used 
to optimize dynamic channel access in various types of wireless 
networks, including cellular networks, Wi-Fi networks, and ad-hoc 
networks.

(2) Internet of Things (IoT): The proposed approach can be applied to 
optimize channel access in IoT networks, which often involve a large 
number of devices with limited resources.

(3) Smart cities: The proposed approach can be used to optimize wireless 
network performance in smart city applications, such as intelligent 
transportation systems, smart energy grids, and environmental 
monitoring.

(4) Industrial automation: The proposed approach can be used to opti-
mize wireless network performance in industrial automation applica-
tions, such as process control, monitoring, and predictive 
maintenance.

(5) 5 G and beyond: The proposed approach can be applied to optimize 
dynamic channel access in 5 G and beyond networks, which require 
advanced optimization techniques to handle the large volume of data 
and diverse range of applications.

Overall, the proposed approach has broad applications in various fields that 
require efficient and robust wireless network performance. By optimizing 
dynamic channel access using deep reinforcement learning algorithms and 
a long short-term memory network, the proposed approach has the poten-
tial to improve network throughput, reduce collision rates, and provide 
more stable and reliable wireless network performance in a range of 
scenarios.
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