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ABSTRACT 
 

Forecast models play a fundamental role in anticipating the effects of the energy demand in 
buildings to addressing the energy crisis. A forecast model for anticipating from one to three days 
every 30 min of the building energy demand is presented. In this model, a feed-forward artificial 
neural network (ANN) is combined with bootstrap aggregation techniques, using a Box–Cox 
transformation, seasonal and trend decomposition using loess, and a moving block bootstrap 
technique. An analysis was conducted using the data provided by a building’s energy demand; the 
data were collected during a period of four months, with readings every 10 s and averages of the 
values obtained every 30 min. The feed-forward neural-network method combined with bootstrap 
aggregation techniques consistently outperformed the forecasting accuracy of the original feed-
forward neural network through cross-validation in the root mean square error (RMSE) and the 
mean absolute percentage error. From cross-validation in-sample period, used for the initial 
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parameter estimation and model selection, it is concluded that a feed-forward neural network with 
the original data gives a slightly lower RMSE compared with the data generated by bootstrapped 
versions. However, in the cross-validation out-of-sample period used to evaluate forecasting 
performance, it has better consistency throughout all horizons for the ANN model combined with 
bootstrap aggregation techniques than for the ANN original model. The results are statistically 
significant according to the Ljung–Box test, which verifies that the forecast errors are not correlated 
and validates the proposed model. 
 

 

Keywords: Feed-forward; neural networks; energy demand forecasting; ANN; Bootstrap; MBB. 
 

1. INTRODUCTION 
 
Environmental concerns, such as global warming 
and climate change, together with other factors, 
such as the growing demand for electricity and 
the adoption of the precept of sustainable 
development, encourage the process of reducing 
the use of fossil fuels [1]. The growth in electricity 
demand is especially relevant in the residential 
sector, which currently consumes approximately 
40% of global energy resources and generates 
about one-third of greenhouse gas emissions [2]. 
In this sector, there is also a marked variability in 
demand resulting from variations in daily and 
seasonal environmental conditions, which 
generates problems of simultaneity between 
demand and energy production [3].  
 
Therefore, modelling and forecasting the energy 
consumption of buildings will play a fundamental 
role if urban areas are to reduce their overall 
energy consumption. Accurate modelling and 
forecasting of building energy demand enable 
numerous energy management and efficiency 
applications, such as demand response (DR) 
programs [4], urban energy infrastructure 
planning, estimating improvements to building 
energy performance, informing early-stage 
design decisions, and optimising building 
heating, ventilation, and air conditioning systems 
[5].  
 
Conventionally, building-scale electricity demand 
appraisals have been made using engineering 
software packages based on data processing of 
structural, geometric, and material building 
properties. The difficulty in reaching and 
validating such information is a problem for wide-
scale energy forecasting [5]. In response, there is 
a growing interest in statistical and machine-
learning techniques that have proved to be more 
accurate and fast approaches and that forgo the 
demanding input requirements of theoretical 
formulations in favour of a practical set                       
of historically recorded time series energy          
data [6].   

Most of the works found in the literature have in 
common that they seek an economic goal. 
However, the incentives and economic sanctions 
established by the network operators reflect 
technical issues, such as line congestion or 
network stability. A recent, systematic review that 
identified 50 different methods between 1985 
and June 2017 was presented by Kuster et al. 
[7], who identified three main approaches in 
terms of noteworthiness: time series models, 
regression-based formulations, and artificial 
neural networks (ANNs).  

 
ANN methods have been widely used to forecast 
electric demand, by virtue of their superior 
performance. These models allow complex 
nonlinear relationships between the response 
variable and its predictors [8]. The current 
disadvantage is that data collection is deepened, 
which creates a broader data record, with a 
greater particularity level and, consequently, a 
higher noise level [9]. The noise level influences 
the ANN learning process, decreasing the 
capacity for generalisation and causing an 
excess of training (overfitting). However, this 
effect can be reduced by stabilising the variance 
and previous smoothing of the time series with 
bootstrap techniques [10].  
 
In this article, the performance analysis of a 
univariate autoregressive model based on ANN 
structure to forecast building energy demand is 
presented, and the effect of variance stabilisation 
and previous smoothing of the time series is 
demonstrated in the results. The objective is to 
appraise the performance of the model to reduce 
forecasting errors, leading to more real and high-
performance solutions for decision making.  

 
In view of the combinatorial essence of the 
problem, the technical implications are evaluated 
using a neural network autoregression (NNAR) 
model, which is a feed-forward neural network 
with one hidden layer. As previously mentioned, 
it is integrated with bootstrap techniques that 
make it possible to generate a new time series 
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similar to the observed series, which it will use in 
the training of the NNAR model.  
 

2. METHODOLOGY 
 
Next, the different points of the research 
methodology applied are described. Initially, a 
Box–Cox transformation is made to the historical 
data, followed by seasonal and trend 
decomposition using loess (STL). The remaining 
component is initialised using the moving block 
bootstrap (MBB). After bootstrapping the 
remainder, the trend and seasonality are 
combined with the bootstrapped remainder, and 
the Box–Cox transformation is inverted. For each 
horizon, the final resulting forecast is calculated 
from the mean of the forecasts from the single 
models of the neural network. Fig. 1 gives an 
illustration of a methodology sequence. 
 

2.1 Data Collection  
 
This study uses the data of the building energy 
demand (kW) collected in the state of Rio de 
Janeiro, Brazil (Fig. 2).  The data were collected 
during a period of four months (the first four 
months of 2017), with readings every 10 s and 
averages of the values obtained every 30 min. 
The collected data were initially stored in the 
measuring device and subsequently transferred 
to a computer.  
 

The data record was made with the EnergyLOG 
plus meter, which issued monitoring and 
indicating the quality and consumption of 
electrical energy for both residential and 
commercial applications. This device stores the 
measured values of the electrical network for 
periods configured by the user. It uses the true 
RMS method to measure the active, reactive and 
apparent power. A true-RMS measurement can 
accurately measure both pure waves and the 
more complex non-sinusoidal waves. 
 

2.2 Neural-network Models 
 

Artificial Intelligence is an application speciality of 
computer science in almost all domains of 
science and technology. Given the great 
importance of the forecast models, artificial 
neural networks have become an active area of 
research [11]. Studies in the literature show 
models in relation to the ANN, such as for the 
model of the two-phase deviation factor of a gas 
condensate fluid [12], forecasting of oilfield scale 
formation [13], and application of neural networks 
for forecasting the workability of self-compacting 
concrete [14]. Evaporation from a reservoir in 
semiarid environments has been estimated using 
the ANN and climate-based models [15]. The 
modelling accuracy of the aerodynamic curve of 
a wind turbine has been improved using neural 
networks [16].  
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Fig. 1. Illustration of methodology sequence 
This methodology combines ANN methods with bootstrap (MBB) techniques, with the purpose of comparing 

performance with the original ANN method presented in section 2.2 
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Fig. 2. Building energy demand data collected for in this study was used to evaluate the 
performance of the proposed forecast models 

 
A study of the selection of input variables to the 
ANN for forecasting hospital inpatient flows [17] 
has been done. An artificial network was used for 
forecasting water uptake under shallow saline 
groundwater conditions [18]. An ANN model was 
developed for the comparative study of different 
general circulation models (GCMs) (a GCM is a 
type of climate model) for streamflow forecast 
[19]. Neural network models were used for 
forecasting the wellhead pressure–flow-rate 
relationship for Niger Delta oil wells [20]. In this 
work, a model related to the univariate feed-
forward neural network is presented, under the 
hypothesis that this univariate model, when 
combined with bootstrap aggregation techniques, 
can obtain a better forecast performance of 
building energy demand.  
 
Recent work has been presented on forecasting 
the load of daytime cooling energy for 
institutional buildings [18] using this univariate 
feed-forward neural network method, in which 
the results were optimal with regard to 
performance measurements. With respect to the 
bootstrap approach, there exist research studies 
of integration with exponential models and 
seasonal autoregressive integrated moving 
average [21,22], where the forecast performance 
was consistently improved.  
 
2.2.1 Neural-network architecture  
 
ANNs are forecasting methods that are based on 
simple mathematical models of the brain for 
information processing [8]. A neural network can 
be regarded as a network of neurons that are in 
neat layers. The inputs from the bottom layer and 
the outputs (forecasts) form the top layer. There 
may also be intermediate layers holding hidden 

neurons. The coefficients associated with these 
predictors are called “weights.” The weights are 
selected in the neural network setting using a 
learning algorithm. When adding an intermediate 
layer, the neural network becomes nonlinear.  
 
That means it is a multilayer feed-forward 
network, in which each layer of nodes receives 
inputs from the preceding layers. Here, each 
layer of nodes receives inputs from the previous 
layers, while the outputs of the nodes in one 
layer are inputs for the next layer. The inputs for 
each node are combined using a weighted linear 
interaction. The result is then modified by a 
nonlinear function before being output. For 
example, the inputs into the hidden neuron j in 
Fig. 3 are combined linearly as expressed in 
Equation (1) [8].  
 

4

,
1

z b w xi j ij j
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 
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                                       (1)                 

 
The feed-forward neural network shown in Fig. 3 
contains four predictors in the input layer and 
three neurons in the hidden layer. Thus, the 
parameters b1, b2, b3, and W1,1, ... , W4,3 are 
found during the training stage, in which the 
network learns using the observed data [23]. The 
data used in this study for this purpose is shown 
in Fig. 2. The network is usually trained several 
times using different random starting points, and 
the results are averaged. The result of the linear 
combination is then modified by a nonlinear 
function before the output of each layer using a 
sigmoid. It is denoted in Equation (2) [8]. 
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2.2.2 Neural-network autoregression  
 
With time series data, lagged values of the time 
series can be used as inputs to a neural network, 
expressed as an NNAR model. In this article, 
only the feed-forward neural networks with one 
hidden layer are considered, and it is denoted as 
NNAR (p, P, k) [m] to indicate that there are p 
nonseasonal lagged inputs, P seasonal lagged 
inputs, and k neurons in the hidden layer. [m] 
represents the frequency and predictors in the 
input layer shown in Equation (3). 
 

( ) 1 - - -2 -   ( ,   ,  ... , ,   ,   ,   )t t t t p t m t m t Pmy y y y y y y (3) 

 
The nnetar() function in R Core Team fits an 
NNAR(p, P, k)m model [24], and it is necessary 
to install the forecast package [25]. Here, when 
the values of p and P are not specified, they are 
selected automatically. For seasonal time series, 
the default values are P=1 and p is chosen from 

the optimal linear model fitted to the seasonally 
adjusted data, according to the AIC-Akaike 
information criterion. If k is not specified, it is set 
to (p+P+1)/2, approaching the nearest integer 
value. Because the data (Fig. 2) was obtained 
with readings from every 10 s and averages of 
the values every 30 min, the daily frequency [m] 
equals 48 [8].  Fig. 4 gives the forecast one day 
in advance, taking as inputs the first seven days 
of the data collection. 
 
To perform forecasts of the example shown in 
Fig. 4, the steps described in Fig. 1 were used 
for developing the MBB-ANN model. The first 
seven days of the sample from Fig. 2 (336 
records) were selected and a Box-Cox 
transformation was performed. Then, from the 
STL decomposition the seasonal, trend, and 
remainder components were obtained. The 
bootstrap aggregation technique (MBB) was 
applied to the remainder component,

 

 
 

Fig. 3. Multilayer feed-forward network  
Source: Adapted from [8] 
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Fig. 4. Forecast one day in advance  
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obtaining 100 bootstrap samples and a Box-Cox 
transformation was made to them. Each of the 
inverted bootstrap series was used to train ANN 
models and perform 48-point forecasts (one day) 
with each of them (as described in Equations (1), 
(2), and (3)). Finally, the final forecast was 
obtained from the mean of the hundred models.  
 
For the original ANN model, only the sequence 
developed based on equations (1), (2) and (3) 
was followed. Methodology to Box-Cox 
transformation, STL decomposition, and MBB 
techniques are presented in section 2.4, 2.5, and 
2.6 respectively. 
 

2.3 Estimating Forecasting Error and 
Cross-Validation 

 
A forecast error is a difference between an 
observed value and its forecast; this means the 
unpredictable part of observation [8]. It is 
denoted in Equation (4).  
 

ˆ
t te

t
y y                                                    (4) 

 

The two most commonly used scale-dependent 
measures are based on absolute errors or 
square errors and are given by the mean 
absolute percentage error (MAPE) and root 
means square error (RMSE), respectively. These 
are denoted in Equations (5) and (6). 
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                              (6) 

 
One of the most robust standard procedures 
performed for model evaluation in regression is 
K-fold cross-validation (CV). When machine-
learning methods are used for the forecast, CV is 
appropriate to control overfitting the data. CV can 
appropriately control overfitting in this 
enforcement. If the models underfit the data         
and lead to strongly correlated errors, the CV 
method to be prevented as in equal a case they 
may output an underestimation of the error. 
However, this occurrence can be easily 
perceived by checking the residuals for serial 
correlation utilizing the Ljung–Box test [26]. The 
Ljung–Box test is implemented in R in the 
Box.test function. 

 
2.4 The Box–Cox Transformation 
 
A useful family of transformations that includes 
both logarithms and power transformations is the 
family of Box–Cox transformations, which are 
determined by the parameter λ [8]. These are 
commonly used transformations for stabilizing 
the variance of a time series and were originally 
proposed by Bergmeir et al. [27]. The 
transformation is defined as follows.  

 

 
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1 / ,    0.
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t
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Fig. 5. Example of Box-Cox transformation   
In Fig.5 (a) shows the Box-Cox transformation with λ = 6.61e-05 of the Fig. 5 (b), which corresponds to the first 

48 records (1 day) taken from the collection of data shown in the Fig. 2 
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Depending on the parameter λ, the 
transformation is basically the identity (λ = 1), the 
logarithm (λ = 0), or a transformation somewhere 
between. To choose the parameter λ, it is 
restricted to the interval [0,1], and the Guerrero 
method is used to choose its value, as described 
elsewhere [22]. The series is divided into a 
subseries equal to the seasonality, or of length 
two if the series is not seasonal. Then, the 
sample standard deviation (s) and mean (m) are 
calculated for every subseries, and λ is picked so 
that the coefficient of variation of s/m(1−λ) 
through the subseries is optimized [22].  

 
2.5 STL Decomposition 
 
Time series data can show a diversity of 
patterns, and it is frequently fruitful to split a time 
series into different components, each 
representing a subjacent pattern category. STL is 
a versatile and robust method for decomposing 
time series [28]. In STL, loess is used to divide 
the time series into their trend, seasonal, and 
remainder components. The division is additive, 

summing the parts to assign the original series 
anew, as given in Equation (8) [8]. 
 

Y S T R
t t t t
                                              (8) 

 

where Yt is the time series, St is the seasonal 
component, Tt is the trend-cycle component, and 
Rt is the remainder component, all at period t. 
 

In detail, the steps applied across STL 
decomposition are [22]: (i) detrending, (ii) cycle–
subseries smoothing, (iii) low-pass filtering of 
smoothed cycle–subseries, (iv) detrending of the 
seasonal series, (v) deseasonalizing the original 
series, using the seasonal component calculated 
in the preceding steps, and (vi) smoothing the 
deseasonalized series to obtain the trend 
component. In R, the STL algorithm is available 
by way of the stl () function. It uses it with its 
default parameters, i.e., the degrees for the loess 
fitting are d = 1 in steps (iii) and (iv), and d = 0 in 
step (ii). Fig. 6 gives an STL decomposition for 
the time series Box–Cox transformation 
presented in Fig. 5. 
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Fig. 6. Example of STL decomposition  
Fig. 6 (a) corresponds to the same chart that is shown in Fig. 5 (a). Fig. 6 (b), (c) and (d) correspond to the 

components of STL decomposition from the data shown in Fig. 6 (a) 
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Fig. 7. Example of moving block bootstrap (MBB) 
From the STL decomposition shown in Fig. 6, the MBB was applied to the remainder component, obtaining 100 
bootstrap series, then, each bootstrap series was joined with the seasonal and trend components, the inverse 
Box-Cox transformation was made to each jointed series. Finally, it was made the mean of the 100 inverted 

series 
 

2.6 Bootstrapping the Remainder 
 
As the time series are typically autocorrelated, a 
requirement is a stationarity for the forecast, 
which is achieved by initialising the remainder of 
the STL decomposition by MBB technique. For 
this purpose, the same procedure described in 
previous work [22] is followed, where, for a series 
of length n, with a block size of l, [n / l] +2              
blocks of the remaining series of an STL 
decomposition are indicated; then, discard a 
random number of values, between zero and          
(l − 1), from the beginning of the bootstrapped 
series.  
 
Finally, to obtain a series with an identic length to 
that of the original series, discard just as many 
possible values as necessary to achieve the 
needed length. This procedure ensures that the 
bootstrapped series does not necessarily start or 
finish on a block boundary. The number of 
bootstrapped versions to generate is equal to 
100 [22]. Fig. 7 gives an example corresponding 
to the first 48 records, which includes the 
previous steps of Box–Cox transformation and 
STL decomposition. 
 

3. RESULTS AND DISCUSSION 
 
The results discussed in this section are based 
on the architecture of the feed-forward neural 
network presented in Fig. 8. The inputs in the 

input layer E(t), E(t-1), E(t-2), ... , E(t-n), E(t-p), E(t-m),E(t-

2m), E(t-Pm) are consecutive data of the building 
energy demand, and E(t)+1 is the output layer or 
estimate of the forecast. H1, H2, H3, ..., Hn are 
neurons in the hidden layer. 

 
3.1 Forecasting One Day in Advance 
 
Fig. 9 shows the result of the cross-validation 
one day in advance every half hour. For the first 
test, the data from the first seven days were 
used; for the second test, the data from the first 
eight days were used. It continued in the same 
way until day 119 of a total of 120 days of 
sample data. The next 48 values (one day) of 
every subseries were utilised to evaluate 
performance with the forecast data. For the 
cross-validation in-sample period used for the 
initial parameter estimation and model selection, 
the feed-forward neural network with the original 
data gives a slightly lower RMSE compared with 
the data generated by bootstrapped versions.   

 
This difference may be because the bootstrap 
series generated is slightly smooth, giving rise to 
a slightly higher RMSE for the training of the 
model. However, the cross-validation out-of-
sample period used to evaluate forecasting 
performance has better consistency throughout 
the horizon for the ANN model combined with 
bootstrap aggregation techniques than that for 
the ANN original model.  
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Fig. 8. Feed-forward Neural Networks architecture used in this paper 
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Fig. 9. Cross-validation of one-day forecast 
Fig. 9 (a) shows the RMSE for the fitting and selection of the model, while Fig. 9 (b) shows the RMSE for the 

forecasts in each test of the cross-validation set, respectively. Subhead (MBB-ANN) corresponds to the neural 
network model combined with bootstrap techniques, and (ANN) corresponds to the original neural network  

model 

 
3.2 Forecasting Two Days in Advance 
 
For the first test, the first 15 days were               
utilised for training the neural network, and the 
first 16 days for the second test, successively, 
until completing the 118 days throughout the 
horizon of the sample data. The next 96              
values (two days) of every subseries were 
utilised to evaluate performance with the forecast 
data. Fig. 10 shows that the ANN model 
combined with bootstrap aggregation techniques 
outperforms consistently the original ANN 
method.  
 

3.3 Forecasting Three Days in Advance 
 
The result of the cross-validation for three-day 
forecasts is shown in Fig. 11. For the first test, 
the first 21 days were utilized for training the 

neural network, and the first 22 days for the 
second test, successively, until completing the 
117 days throughout the horizon of the sample 
data. The next 144 values (three days) of every 
subseries were utilised to evaluate performance 
with the forecast data. Of the cross-validation in-
sample period for the initial parameter estimation 
and model selection, the feed-forward neural 
network with the original data gives an RMSE 
slightly smaller than the model of training by 
bootstrapped versions.  
 
Nevertheless, as in the two previous cases, for 
the cross-validation out-of-sample period used to 
evaluate forecasting performance, the ANN 
model combined with bootstrap aggregation 
techniques has better consistency throughout the 
horizon than that for ANN original model, in this 
case, with a very significant difference. 
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Fig. 10. Cross-validation of two-day forecast 
Fig. 10 (a) shows the RMSE for the fitting and selection of the model, while Fig. 10 (b) shows the RMSE for the 
forecasts in each test of the cross-validation set, respectively. Subhead (MBB-ANN) corresponds to the neural 

network model combined with bootstrap techniques, and (ANN) corresponds to the original neural network  
model 
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Fig. 11. Cross-validation of three-day forecast 
Fig. 11 (a) shows the RMSE for the fitting and selection of the model, while Fig. 11 (b) shows the RMSE for the 
forecasts in each test of the cross-validation set, respectively. Subhead (MBB-ANN) corresponds to the neural 

network model combined with bootstrap techniques, and (ANN) corresponds to the original neural network  
model 

 
Table 1. Results of the K-fold cross-validation and Ljung–Box test 

 
Model MBB-ANN ANN 
Set Training Test Training Test 
Day forecast 1 2 3 1 2 3 1 2 3 1 2 3 
RMSE 0.71 0.69 0.64 1.09 1.28 1.57 0.65 0.62 0.60 1.37 1.58 2.27 
MAPE 1.97 1.89 1.78 3.38 3.76 4.55 1.92 1.82 1.77 4.23 4.71 6.50 
Ljung–Box test    0.98 0.98 0.97       

 

3.4 Mean of K-fold Cross-validation and 
Ljung–Box Test 

 
Table 1 shows the mean results of the K-fold 
cross-validation and Ljung–Box test. For the 
cross-validation in-sample period used for the 
initial parameter estimation and model selection, 

the feed-forward neural network with the original 
data and those generated by bootstrapped 
versions have a similar value, slightly lower for 
the original data, possibly because of the 
smoothing obtained when using that bootstrap 
technique; however, the effect occurs for 
forecasts.  
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For the forecasts one day in advance, the RMSE 
was reduced from 1.37 to 1.09 (20% forecast 
error) because of the bootstrap techniques. For 
forecasts two days in advance, the ANN model 
combined with bootstrap techniques increased 
slightly the forecast error compared with the 
previous scenario (one day); however, the ANN 
original model that utilised the original data had a 
significant forecast error. For the forecast three 
days in advance, the ANN method that utilised 
the original data can be considered inconsistent; 
the opposite happens with the bootstrap 
techniques combined with the ANN model,  
where there was a slight increase in forecast 
error with each additional day added to the 
forecast. 
 
Considering the superior performance of the 
results of the ANN model combined with 
bootstrap techniques, it can be concluded that 
they do not lead to strongly correlated errors and 
that the RMSE obtained is not the product of 
systematic underestimation of the error. The 
mean of the Ljung–Box test of all the subseries 
of the K-fold cross-validation for the bootstrap 
techniques combined with the ANN model has a 
value close to the unit for the three cases 
studied; thus, the Ljung–Box test shows that the 
results are statistically significant, verifying that 
the forecast errors are not correlated and 
validating the proposed model.  
 

4. CONCLUSION 
 
Artificial intelligence is used in this research to 
forecast the energy demand of the building. The 
performance of the feed-forward neural network 
model combined with bootstrap techniques was 
evaluated using the Box–Cox transformation, 
STL decomposition, and moving block bootstrap 
techniques. 
 
The ANN method combined with bootstrap 
aggregation techniques consistently 
outperformed forecasting accuracy compared 
with the original ANN method in RMSE and 
MAPE measurement on forecasts from one to 
three days of anticipation. The results are shown 
to be statistically significant by the Ljung–Box 
test, which verifies that the forecast errors are 
not correlated and validates the proposed model.  
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