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ABSTRACT 
 

Cardiovascular disease (CVD) is an important factor in life since it may cause the death of human 
by effecting the heart and blood vessels of the body. Early detection of this disease is necessary 
for securing patients life. For this purpose, an automated tool is proposed in this paper for 
detecting patients with CVD and assisting health care systems also. A stacked-GRU based 
Recurrent Neural Network model, abbreviated as, stk-G, is proposed in this paper that considers 
interfering factors from past health records while detecting patients with cardiac problems. This 
proposed model is compared with two benchmark classifiers known as Support Vector Machine 
(SVM) and K-Nearest Neighbour (K-NN). The comparative analysis concludes that the proposed 
model offers enhanced efficiency for heart disease prediction. A promising result is given by the 
proposed method with an accuracy of 84.37%, F1-Score of 0.84 and MSE of 0.16. 
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1. INTRODUCTION 
 
Heart, an important organ of the human body, 
pumps signals throughout the body for 
functioning different parts of the body. The signal 
is created by a node, called the Sinus Node. The 
heart is divided into two halves. One half is atria 
and another part is Ventricle. There are two atria- 
left and right as well as two ventricle-left and 
right. The atria collect blood and the ventricles 
push blood out of the heart. The right half of the 
heart blood sent oxygen to the lungs so that 
blood cells can obtain more oxygen. The                
newly oxygenated blood travels from the lungs 
into the left atrium and the left ventricle. It then 
pumps it into the organs and tissues of the             
body. This oxygen provides the body with   
energy and is essential to keep the body            
healthy [1]. Hence to detect troubles related to 
heart is quite necessary for the medical                      
field. 

 
During heart disease diagnostic process, data 
mining and knowledge discovery approaches are 
explored. The system is proposed in this paper 
automatically captures previous health records of 
the patient and detects the tendency of heart 
disease. This paper applies Machine learning 
(ML) algorithms to identify patients with cardiac 
severity. Given a set of messages, ML methods 
can obtain information and later can use the 
acquired information to classify unknown new 
messages. Early heart disease can be predicted 
by utilizing supervised machine learning 
approaches those takes patient’s record as input. 
To address the problem of heart disease 
detection, classification techniques are 
implemented that maps input variable to target 
classes by considering training data. The input 
variables include several parameters such as 
patient’s age, gender, chest pain type, resting 
electrocardiographic results, maximum heart rate 
achieved, fasting blood sugar, serum cholesterol, 
the slope of the peak exercise ST segment, 
exercise-induced angina, old peak (ST 
depression induced by exercise relative to rest), 
number of major vessels (0-3) coloured by 
fluoroscopy, thalassemia, resting blood pressure. 
All these data turn out to be good predictors 
while identifying patients having cardiac problem 
symptoms. The predictive models can act as a 
tool to analyze the information of patients about 
their past health history records and predict their 
chances of being effected in cardiac trouble. This 
prediction will support doctors to make informed 
decisions and prescribe medicines and surgeries 
accordingly. 

A recommended system is proposed in this 
paper that utilizes the past health record of a 
patient and provides early prediction of this 
disease. Timely detection and screening play a 
leading role in the prevention of heart attacks. A 
deep learning-based method is implemented in 
this paper as a recommended system for 
improving the efficiency in heart trouble 
prediction using medical data. A Recurrent 
Neural Network (RNN) with a feedback loop 
structure is often helpful in forecasting purpose. 
Gated Recurrent Unit (GRU) [2] based model is 
proposed in this paper while detecting the 
cardiac problem. This neural network classifier 
receives all interfering factors as features for 
heart disease prediction. This paper focuses on 
applying deep learning technique based stk-G 
model and traditional machine learning classifier 
SVM and K-NN to identify patients with CVD. 
Finally, in the experimental results section, it has 
been concluded that deep learning-based stk-G 
model performs well in compared with other 
benchmark classifiers such as SVM [3] and K-NN 
Classifier [4].  
 

1.1 Related Work 
 
By implementing data mining rules, data related 
to coronary illness is extracted from a large 
database. For this purpose, the weighted 
association implemented in [5]. Using rule mining 
algorithms on patients dataset, heart disease is 
predicted. Prediction results achieved 61% 
training accuracy and 53% testing accuracy.  
 
In [6], historical medical data is utilised to Predict 
Coronary Heart Disease (CHD) using three 
supervised MLalgorithms such as Naïve Bayes 
(NB), SVM and Decision Tree (DT).South African 
Heart Disease dataset of 462 instances is used 
for prediction purpose. All these algorithms were 
performed using 10-fold cross-validation method. 
It is concluded in [6] that probabilistic NB 
classifier achieves better performance over other 
classifiers.   
 
In [7], patients with heart failure (HF) are 
classified into three categories such as HF with 
preserved ejection fraction (HFPEF) and HF with 
reduced ejection fraction(HFREF).Several 
classification methods such as classification 
trees, bagged classification trees, random 
forests, boosted classification trees, and SVMs 
and for prediction, logistic regression, regression 
trees, bagged regression trees, random forests, 
and boosted regression trees are utilised for 
detecting patients with aforementioned three 
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categories of heart failure. The empirical study 
concluded that the use of tree-based methods 
indicates superior performance over conventional 
classification and regression trees for predicting 
and classifying HF subtypes. However, these 
methods do not offer substantial improvements 
over logistic regression for predicting the 
presence of HFPEF. 
 
K. Gomathi et al. in [8] predicted heart disease 
using NB Classifier and J48 classifier. They have 
concluded that NB classifier reaches an accuracy 
of 79% where J48 classifier reaches an accuracy 
of 77%. P.Sai Chandrasekhar Reddy et al. in [9] 
used ANN while predicting Heart disease. This 
ANN method is used to predict the condition of 
the patient considering various parameters like 
heartbeat rate, blood pressure, cholesterol 
etc.Different classification techniques such as 
J48, DT, KNN, SMO and NBwere implemented 
by Boshra Brahmi et al. In [10] while evaluating 
the prediction and diagnosis of heart disease. 
After comparing these classifiers concerning 
evaluation metrics J48 and decision tree have 
shown the best result for heart disease 
prediction. J48 classifier reached the best 
accuracy of 83.732%. A Hybrid Random Forest 
with Linear Model (HRFLM) is proposed in [11] 
for detecting patients with cardiac disease. This 
model uses all features without any restrictions 
on feature selection. Another study considered 
Arrhythmia which is irregular changes of normal 
heart rhythm as a prediction field. A CNN based 
model is proposed in this paper that accepts 
images of Electrocardiogram (ECG) signals to 
predict patients with Arrhythmia [12].  
 
2. PROPOSED METHODOLOGY 
 
The proposed methodology aims in predicting 
cardiac disease of patients with cardiac problem. 
The exact process of prediction using stk-G 
model is illustrated through a series of steps as 
follows.  
 
2.1 Data Collection and Preprocessing 
 
In this framework, Heart disease dataset from 
UCI machine learning repository [13] is utilized 
for predicting cardiac trouble tendency of a 
patient. The dataset can be formulated as a 
collection of attributes that include several criteria 
for detecting heart disease tendency such as 
patient’s age, gender, chest pain type, resting 
electrocardiographic results, maximum heart rate 
achieved, fasting blood sugar, serum cholesterol, 
the slope of the peak exercise ST segment, 

exercise-induced angina, old peak (ST 
depression induced by exercise relative to rest), 
number of major vessels (0-3) coloured by 
fluoroscopy, thalassemia, resting blood pressure, 
target(probability of being heart patient). 
However, the attribute ‘target' is utilized as the 
output class of the prediction. Following the 
diagram, Fig. 1 shows an overall understanding 
of the dataset. For obtaining a balanced dataset, 
preprocessing techniques such as missing value 
handling, scaling some attributes are performed. 
Presence of NaN values, irrelevant non-numeric 
symbols hamper the process of classification. 
Hence they are taken into consideration for pre-
processing. Scaling of attributes means the 
attribute values should rely on a pre-defined 
range. In this case, attribute values are scaled 
within a range between 0 to 1. Performing these 
techniques will yield a transformed dataset that 
can be fitted to the classifier. The transformed 
dataset is partitioned into a training set and 
testing dataset. The training and testing dataset 
are obtained by partitioning the transformed 
dataset with the ratio of 7:3. 
 

2.2 Classification Method 
 
A classifier model maps the input variable to 
target classes after learning from training data. 
The objective of using classifier is to predict 
whether a patient has cardiac problem or not. A 
deep learning-based classification technique is 
proposed in this paper. Deep learning model 
focuses on combining multiple layers with linear 
or non-linear activation functions and trained 
together for achieving complex problem-solving 
approach. A RNN follows deep neural network 
architecture that processes both sequential and 
parallel information which in turn makes RNN 
superior to other traditional neural networks. 
Similar operations like the human brain can be 
simulated by incorporating memory cells to the 
neural network [14]. 
 
Following Fig. 2 shows a general structure of 
simple RNN. The following section discusses the 
description and implementation of the proposed 
model. 
 

2.3 Description 
 
In this framework, a stk-G model is proposed to 
detect heart disease at an early stage. GRU is an 
improved version of the standard recurrent unit 
with two types of gates- Update gate and Reset 
gate. How much the previous data needs to be 
passed to the future is determined by update 
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gate and use of reset gate decides how much 
amount of past data to forget [2].  
 
Stk-G model is constructed by incorporating 
GRU layers, dense layers as well asdropout 
layers.Use of dropout layers prevents this model 
from overfitting.Between hidden layers and 
output layers, a function called as activation 
function is used to perform diverse computations. 
The sigmoid activation function is a non-linear 
activation function that allows nodes to identify 
and learn critical structures from the data. 
Sigmoid activation function [15] transforms input 

data in the range of 0 to 1 and it is shown in 
equation(1).  
 

�(�) = 1/(1 + �����)              (1) 
 
After configuring this stk-G-RNN model, the 
training process is executed. The training 
process goes through one cycle known as an 
epoch where the dataset is partitioned into 
smaller sections. An iterative process is executed 
through a couple of batch size that considers 
subsections of training dataset for completing 
epoch execution. 

 

 
 

Fig. 1. Histogram interpretation of the collected dataset 
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Fig. 2. General structure of simple RNN [14] 
 

2.4 Implementation 
 
While designing this model it is necessary to tune 
hyper-parameters to achieve maximized 
efficiency. This section describes the 
specification of the model along with its 
hyperparameters. The proposed model consists 
of having four GRU layers with 128,64,32,16 
number of units respectively. Each of these 
layers is followed by layer having a drop out rate 
of 20%. Next, four dense layers are stacked in 
this model with 8,4,2,1 number of nodes 
respectively. The sigmoid function is applied to 
GRU layers as well as Dense layers. It is to be 
noted that, Dropout layers do not                     
receive Sigmoid functions. Finally, these 
aforementioned layers are compiled using             
adam solver through 50 epochs and with a batch 
size of 32. Adjustment of the hyperparameters 
assists the model to obtain the best predictive 
result. All aforementionedinterferingattributes as 
features are given as input to this classifier 
model. The neural network receives a total of 
98,825 number of parameters and trains those 
parameters to obtain a prediction. The 
architecture of the proposed framework is shown 
in Table 1.  

 
After implementing the classifier model, the 
training set is fitted to the classifier model and 
later prediction is obtained for the test set. One 
prediction is obtained it is compared concerning 
performance evaluating metrics that are 
discussed in the following section. 
 

2.5 Performance Measure Metrics 
 
While evaluating the performance of a model, 
performance measure metrics are used. They 
are needed because it is necessary to identify 
the similarity measure of actual and predicted 
result of a classifier model. Following are the 
metrics that are required to justify the 
performance of the given model.   
 
Accuracy [16] is a metric that ascertains the ratio 
of true predictions over the total number of 
instances considered. However, evaluating a 
model in terms of accuracy may not be enough 
since it does not consider wrong predicted cases. 
For addressing the above-mentioned problem, 
we yield two more metrics known as, Recall and 
Precision. Precision [16] identifies the ratio of 
correct positive results over the number of 
positive results predicted by the classifier. Recall 
[16] denotes the number of correct positive 
results divided by the number of all relevant 
samples. F1-Score or F-measure [16] is a 
parameter that is concerned for both recall and 
precision and it is calculated as the harmonic 
mean of precision and recall. Since F1-Score 
reflects the results of both precision and recall, in 
this paper F1-Score calculation is shown. Mean 
Squared Error (MSE) [17] is another evaluating 
metric which is used for measuring absolute 
differences between the prediction and actual 
observation of the test samples. A model having 
higher values of accuracy, F1-Score and lower 
MSE value indicates a better performing model. 

Table 1. Architecture of Stk-G based model. 
 

Layer (type) Output Shape Param # 
gru_1 (GRU) (None, 14,128) 49920 
dropout_1(Dropout) (None, 14,128) 0 
gru_2 (GRU) (None, 14,64) 37056 
dropout_2(Dropout) (None, 14,64) 0 
gru_3 (GRU) (None, 14,32) 9312 
dropout_3(Dropout) (None, 14,32) 0 
gru_4(GRU) (None, 16) 2352 
dropout_4(Dropout) (None, 16) 0 
dense_1 (Dense) (None, 8) 136 
dense_2 (Dense) (None, 4) 36 
dense_3 (Dense) (None, 2) 10 
dense_4 (Dense) (None, 1) 3 
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3. RESULTS AND DISCUSSION 
 
The proposed model is implemented and 
evaluated in terms of the above-mentioned 
metrics. This model is later compared with the 
other two benchmark classifiers known as SVM 
[3] and K-NN [4]. The comparative study is 
shown in Table 2. From the comparative study, it 
is clear that the proposed model indicates much 
promising result over other traditionalclassifiers. 
 

3.1 Analysis 
 
Fig. 3 depicts the training process of the best 
model. During training, while fitting the training 
data into the classifier, the training process is 
evaluated in terms of accuracy as well as loss. 
For each epoch, data loss and accuracy is 
calculated. The best performing model will show 
accuracy to be increased as the number of 
epochs are increased. Similarly, the best model 
will show loss to be decreased when the number 

of epochs is increased. The training loss declines 
rapidly within 10 epochs and later decreases 
gradually as the number of epochs increases. 
After 50

th
 epoch, it approaches a loss of 0.394.  

During training, this model starts from obtaining a 
lower value accuracy which is increased till 
0.8542 after certain epochs. Once the training 
process is completed, the model is evaluated in 
terms of accuracy and loss during prediction. 
Prediction is obtained for the testing dataset and 
the loss, accuracy observed during prediction is 
summarized in Table 3. 

 
Fig. 4 depicts the confusion matrix obtained for 
stk-G model. All True predictions, as well as 
wrong predictions, are shown in the confusion 
matrix. Low false prediction rates will signify the 
best problem-solving approach. In this case, it is 
observed that false prediction rates are quite 
lower than true prediction rates which signify the 
superiority of this model in heart disease 
prediction purpose. 

 
Table 2. Comparative study among proposed model, SVM, and K-NN 

 
Performance evaluating metrics SVM K-NN Proposed stk-Gmodel 
Accuracy 74.63% 75.12% 84.37% 
F1-Score 0.75 0.75 0.84 
MSE 0.25 0.25 0.16 

 

 
 

Fig. 3. Loss and accuracy obtained during each training epoch of stk-G model 
 

 
 

Fig. 4. Confusion matrix for stk-G model prediction 
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Table 3. Accuracy and loss for the testing dataset of Stk-G model 
 

Test Loss 0.39405598243077594 Test Accuracy 84.37% 
 

4. CONCLUSION 
 

Heart disease is an impactful disease that needs 
to be handled carefully. Detecting the disease at 
an early stage is quite helpful in saving patients 
life. The objective of this study is to detect the 
feasibility of utilising previous medical records 
and determine the probability of being affected 
by cardiac arrest. Using deep learning methods, 
a stacked GRU layer-based model is proposed 
and implemented in this paper. Interfering 
attributes those have an impact on heart disease 
are considered while designing the model with 
necessary parameter tuning. The proposed 
method achieves promising result with an 
accuracy of 84.37%, F1-Score of 0.84 and MSE 
of 0.16.  
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